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MODELING BEHAVIOR IN A NETWORK not yet been fully identified , appreciated , or solved by 
USING EVENT LOGS conventional cybersecurity solutions . For example , some 

embodiments pertain to modeling behavior in a network 
CROSS REFERENCE TO RELATED using Bayesian statistical models derived from computing 

APPLICATION 5 system event logs . 
In an embodiment , a computer - implemented method 

This application claims the benefit of U . S . Provisional includes independently considering a time series of events 
Patent Application Ser . No . 62 / 258 , 185 filed Nov . 20 , 2015 . generated by a plurality of user credentials , by a computing 
The subject matter of this earlier filed application is hereby system . The computer - implemented method also includes 
incorporated by reference in its entirety . 10 fitting conjugate Bayesian models to the time series of 

events , by the computing system , for each of the plurality of 
STATEMENT OF FEDERAL RIGHTS user credentials . The computer - implemented method further 

includes checking , by the computing system , whether an 
The United States government has rights in this invention event generated for a given user credential is anomalous 

pursuant to Contract No . DE - AC52 - 06NA25396 between 15 with respect to the respective Bayesian model for that given 
the United States Department of Energy and Los Alamos user . Additionally , the computer - implemented method 
National Security , LLC for the operation of Los Alamos includes , when the event for the given user credential is 
National Laboratory . anomalous , flagging the given user credential as associated 

with anomalous behavior , by the computing system . 
FIELD 20 In another embodiment , a computer - implemented method 

includes independently considering , by a computing system , 
The present invention generally relates to cybersecurity , a time series of machine level events generated by a plurality 

and more particularly , to statistical modeling of user cre - of computing systems in a network . The computer - imple 
dentials on a network using data generated by computing mented method also includes fitting Bayesian models to the 
system event logs . 25 time series of events , by the computing system , for each of 

the plurality of computing systems in the network . The 
BACKGROUND computer - implemented method further includes checking , 

by the computing system , whether an event generated for a 
In an enterprise network , event logs from individual given computing system is anomalous with respect to the 

computers can be a valuable data resource to detect mali - 30 fitted Bayesian model . Additionally , the computer - imple 
cious activity . Most modern operating systems can record mented method includes , when the event is anomalous , 
computer events . These events can be collected for a wide flagging the computing system associated with the anoma 
range of activities occurring within the network , providing lous event as exhibiting anomalous behavior . 
a rich data source . The events can include authentication In yet another embodiment , a computer - implemented 
activity of user credentials in the network , as well as process 35 method includes independently considering , by a computing 
and application data generated on each computer . There are system , a time series of events generated by a plurality of 
many rule - based approaches to detecting security incidents , user credentials and a plurality of computing systems in a 
but little is currently done with statistical modeling of event network . The computer - implemented method also includes 
logs for anomaly detection . fitting Bayesian models to the time series of events for each 
One important research problem associated with this data 40 of the plurality of user credentials and each of the plurality 

is identifying user credential theft or misuse . After the initial of computing systems in the network . The computer - imple 
compromise of a computer , in order for adversaries to move mented method further includes checking , by the computing 
through the network , they typically need to gain access to system , whether an event generated for a given user cre 
user credentials . Currently , this is surprisingly simple . For dential or a given computing system of the plurality of 
instance , an attacker can relatively easily obtain and reuse 45 computing systems is anomalous with respect to the fitted 
credentials in a network via " pass - the - hash " or " pass - the - Bayesian model . Additionally , the computer - implemented 
ticket ” attacks . “ Single sign - on ” is prevalent in most Micro method includes , when the event is anomalous , flagging , by 
softTM network domains and is meant to improve user the computing system , the given user credential or the given 
experience and prevent users from repeatedly typing in their computing system of the plurality of computing systems as 
password . However , this means that attackers can recover 50 associated with anomalous behavior . 
credentials and passwords stored in memory on the com 
puter . Typically , attackers will continue to steal credentials BRIEF DESCRIPTION OF THE DRAWINGS 
so that they can escalate their privileges within the network , 
depending on their ultimate goal . In order that the advantages of certain embodiments of the 

Another scenario of interest is the misuse of genuine 55 invention will be readily understood , a more particular 
credentials . In light of recent events , such as the exfiltration description of the invention briefly described above will be 
of highly classified documents from the U . S . National rendered by reference to specific embodiments that are 
Security Agency ( NSA ) by Edward Snowden and the many illustrated in the appended drawings . While it should be 
insider trading occurrences within the financial industry , understood that these drawings depict only typical embodi 
identifying credential misuse has become increasingly 60 ments of the invention and are not therefore to be considered 
important to both government and industry . Accordingly , an to be limiting of its scope , the invention will be described 
improved approach to cybersecurity may be beneficial . and explained with additional specificity and detail through 

the use of the accompanying drawings , in which : 
SUMMARY FIG . 1 is a graph illustrating event times for tuples that 

65 were determined to have significant polling behavior over 
Certain embodiments of the present invention may pro - the course of a week , according to an embodiment of the 

vide solutions to the problems and needs in the art that have present invention . 
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FIG . 2A is a graph illustrating frequency of the time then be obtained for each event , indicating the probability of 
between events for each unique tuple ( user , edge , event type ) observing an event equal to or “ more extreme ” than what 
for all of the data on the log scale , according to an embodi - was actually observed under the hypothesis that the user is 
ment of the present invention . behaving normally . This enables detection of potentially 

FIG . 2B is a graph illustrating frequency of the time 5 compromised user credentials . 
between events for each unique tuple after removing tuples Furthermore , a control chart of these scores may be used 
that were determined to be automated on the log scale , to accumulate evidence of anomalous behavior over time . 
according to an embodiment of the present invention . Analysts may also set the alarm threshold to be appropri 

FIG . 3A is a histogram illustrating the number of events ately sensitive for their organization to control the false 
generated per user credential , according to an embodiment 10 alarm rate . In certain embodiments , since a user may change 
of the present invention . rapidly for legitimate reasons , such as due to a new role in 

FIG . 3B is a histogram illustrating the number of event the organization , only data within a certain time frame ( e . g . , 
types in the specified categories , according to an embodi - the past few weeks , past three months , etc . ) may be taken 
ment of the present invention . under consideration when modeling normal user behavior so 

FIG . 4A is a ROC curve for the minimum p - values for and 15 that behavior before the change is not incorporated into the 
the minimum scores for the contiguous subset control chart model . 
for each user , according to an embodiment of the present In certain embodiments , this methodology can also be 
invention . extended to the machine level ( i . e . , individual computing 

FIG . 4B is a ROC curve where the false positive rate is on systems ) by modeling the time series of events generated by 
the log scale , according to an embodiment of the present 20 each computing system in the network rather than modeling 
invention . the time series of events generated by each user credential . 

FIG . 5 illustrates contiguous control chart p - values ( top ) The same underlying model can be used for both scenarios . 
and individual p - values ( bottom ) on the log scale for two The methodology may be applied to activity logs for user 
known compromised user credentials , according to an credentials , an individual machine , or both . An advantage of 
embodiment of the present invention . 25 this is that there is considerable activity on the machine level 

FIG . 6A is a graph illustrating times at which anomalous that is not tied to individual credentials , such as process 
behavior was detected for true alarms , according to an events , scheduled tasks , service starts and stops , etc . Hence , 
embodiment of the present invention . modeling individual machines would extend the breadth of 

FIG . 6B is a graph illustrating times at which anomalous monitoring within the network . 
behavior was detected for false alarms , according to an 30 The models of some embodiments may be extremely 
embodiment of the present invention . adaptable and may be used to monitor very different types of 

FIG . 7 is a flowchart illustrating a process for modeling computer networks , as in practice , collected computer event 
log events in a network using event logs , according to an logs may depend heavily on the administrative settings in 
embodiment of the present invention . the network and the type of network , as the categories of 

FIG . 8 is a flowchart illustrating a process for modeling 35 event types that are logged are specified by computer 
machine level events , according to an embodiment of the network administrators and the network policies . Further , 
present invention . the types of events that are of interest to security profes 

FIG . 9 is a flowchart illustrating a process for modeling s ionals may vary across computer networks and businesses , 
both user log events and machine level events , according to so it may be desirable to build flexible models that can be 
an embodiment of the present invention . 40 tailored to specific networks . The models may also be 

FIG . 10 is a block diagram illustrating a computing parallelizable so that each user credential or individual 
system configured to model event logs in a network , accord - machine can be monitored independently , decreasing the 
ing to an embodiment of the present invention . computational burden . 

Computer Log Data Set 
DETAILED DESCRIPTION OF THE 45 The data set used for the example analysis herein is from 

EMBODIMENTS the internal collection of event logs from computers running 
the Microsoft WindowsTM operating system on Los Alamos 

Some embodiments of the present invention pertain to National Laboratory ' s ( LANL ’ s ) enterprise computer net 
modeling user credential patterns on the network by inde - work over a period of two months . The data is available at 
pendently considering the time series of events generated by 50 http : / / csr . lanl . gov / data / cyberll . However , this data is used 
each user credential . Bayesian models may be fit to the event for illustrative purposes only , and embodiments may be 
data for each user credential , providing a flexible global applied to many other user credential sets from other net 
framework for monitoring credentials on an enterprise net - works with similar or different characteristics without devi 
work and identifying potentially compromised credentials . ating from the scope of the invention . 
Statistical models may be used to identify when user cre - 55 In this example , all computer event logs generated from 
dentials are being used maliciously using computer event local computer accounts were removed with the aim of 
log data . modeling user credentials that are largely human - driven . 

In some embodiments , user behavior profiles are modeled Events associated with account logoffs were also removed . 
in a sequential time frame so that events are scored in real Note that this event type would be interesting if the duration 
time . Probability models of normal behavioral patterns are 60 of sessions were being modeled , as each logoff event can be 
built for each user credential in some embodiments based on mapped to an associated account logon . However , this 
network usage recorded through the computer event logs . modeling is not used in some embodiments , and is not 
The sequence of events may be viewed as a multivariate described in further detail herein . 
stream of data , where each event includes multiple variables Within the second month of data , there is a set of 78 
associated with the event . Conjugate Bayesian models may 65 known credentials that were compromised during a month 
be constructed for this stream , providing a flexible frame - long red team exercise within the LANL network . For the 
work with relatively simple updating schemes . p - values may purposes of testing the methodology described herein , a 
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random selection of approximately 1 , 000 user credentials 3 , 716 , 619 events , again demonstrating how many automated 
out of total number of 10 , 759 user credentials was analyzed and duplicate events are present in the original data . Under 
along with the 78 known compromised credentials . standing how to separate these kinds of behaviors from 

Events that are associated with authentication activity are user - driven events with computer host event logs is essential 
commonly directed , as a user authenticates from a client X 5 in some embodiments . 
to a server Y . For each event log associated with a user FIG . 3A shows a histogram 300 of the number of events 
credential U , the variables X for the client computing generated by each user credential in the reduced data set . 
system , Y for the server computing system , and the event Typically , the credentials that have a lower number of events 
type E were modeled . For local events , such as screen belong to general network users , whereas the credentials unlocks and process events , there will not be any variable 10 generating a higher number of events are administrative user associated with the server . For some event types , it may be credentials . The remaining automated behavior in the net 
desirable to include additional variables that provide further work could probably be attributed to the few users with a information about that event type . For example , in process very high frequency of events . 
start events , there is an associated field describing the FIG . 3B shows a histogram 310 of the frequencies of the 
process which has started on the computer . Although extra 15 different event types in the reduced data set , categorized as 
variables relating to specific event types are not modeled Kerberos authentication events including ticket granting here , the methodology in some embodiments can be ticket requests and service ticket requests , network logons 
extended to incorporate event variables that have varying accessing file shares and other miscellaneous remote 
dimensions depending on the event type without deviating accesses , process starts , interactive logons ( i . e . , logon at the 
from the scope of the invention . 20 keyboard and screen of the computing system , including 

All duplicate logs events , where the time stamp , user , workstation or screensaver unlocks ) , remote interactive and 
client , server , and event type were all identical to a previous remote desktop sessions , and other miscellaneous events , 
log , were removed . Some of the duplicate events exist due such as credential mapping , service startups , and various to the event being recorded on multiple computers in the others . 
network . In this case , due to clock skew from the event log 25 This illustrates the types of events that were being col 
sources , the time stamps for the same underlying event may lected on the LANL network during the time period for 
be slightly different . For this reason , events that occurred which the data was obtained . Better collection of logs that within 30 seconds of an identical event were also removed . capture interactive logons would help to identify when a 
Furthermore , events where the client was masked by an user is on his or her computer , which would be useful when 
intermediary , such as a virtual private network ( VPN ) aggre - 30 separating automated events from the user - driven ones and 
gator , terminal server , or proxy , were also removed since would also aid in modeling the times at which events occur 
these logs can otherwise be the cause of many false alarms in the network as the seasonal behavior could potentially be 
from the models . factored out . 

Each unique tuple ( U , X , Y , E ) has an associated time Modeling User Behavior 
series of event times , and for some of these tuples , the time 35 For this example , it was assumed that there is a separate 
series exhibits strong periodic behavior corresponding to model for each user credential , and thus notationally , any 
automated events rather than events driven by human behav dependence on the user credential will be dropped . The set 
ior . Removing automated behavior from the data is impor of computers in the network is denoted as V . For each user 
tant for the statistical modeling of normal user behavior in credential , a sequence of events is observed over time { ( X , 
so mbodiments . More specirically , tuples that are largely 40 Y , E . ) : t = 1 , 2 , . . . ) , where X , EV is the categorical random periodic in nature are determined and removed . Automated variable representing the client , Y , EV is the random variable 
behavior in network traffic may be detected by applying a representing the server , and E , EE = { 1 , 2 , . . . , 6 } is the 
Fourier analysis to the time series observed along each edge random variable for the type of event . For the purposes of 
in a computer network . This analysis can be readily applied this example , the focus is on scoring the client , server , and 
to the authentication event time series for each unique tuple . 45 event types that were observed , whereas modeling the event 

After analyzing all unique tuples using this methodology , times is the subject of further work . Here , the index t denotes 7 % were determined to have significant periodic behavior , the ordering of the events rather than the time at which they 
and these tuples were removed from the data . Graph 100 of occurred . FIG . 1 shows a collection of tuples that exhibited periodic or A user computer set VCV is defined as the subset of 
automated behavior , with regular spacing between event 50 computers in the network that a user has used in some recent 
times . For tuple 0 , it can readily be seen that an initial , past period before time t . The following indicator variables 
possibly human - driven event triggers a sequence of further are also defined : 
automated events . In such cases , rather than removing the 
tuple altogether , it may be desirable to separate the human 
driven events from the automated ones . 55 7X10 XEV Y ( 1 Y , EV , Graphs 200 , 210 of FIGS . 2A and 2B show the frequency 106X , EV , 4 106YEV 
of the observed time between events for each unique tuple 
before and after removal of the periodic events , respectively . 
Although much automated behavior still exists in the data , Note that over time , V , may change and how often a user 
it is apparent that automated behavior has been reduced . The 60 computer set is updated may be guided by a security analyst . 
largest observed frequency of the time between events , Multinomial - Dirichlet Models 
which is at 60 seconds , is smaller by an order of magnitude Since the client , server , and event type of a user authen 
of 400 , 000 . tication on tication are all categorical variables , within the Bayesian 

For the random selection of users chosen for analysis , paradigm , these variables may be most simply modeled by 
there were a total of 50 , 536 , 677 events across 4 , 100 com - 65 multinomial distributions with conjugate Dirichlet distribu 
puters . After removing events based on the criteria described tion priors for the category probabilities . To address the task 
above , the data set was reduced to a total number of of anomaly detection , interest in this example is centered on 
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the predictive distributions from this model pair at each time 
step . To provide some simple generic notation , suppose a 
multinomial variable has k categories and the corresponding 
Dirichlet prior distribution parameters are a = ( Q1 , A2 , . . . , 
az ) , with a > 0 V1 , and a is defined as 

hor work 

ers with large outdegrees are more likely to have new users 
connect from them . A more sophisticated model making use 
of the neighbors ( in some topological sense ) of the user and 
computer x is the subject of further work . 
When Z = 1 , meaning the client is drawn from the 

existing set Vz , suppose Xx - 1 = x ' . The Markov Chain model 
then assumes an informative Dirichlet prior for the corre 
sponding row of Pn , obtained from the usual Bayesian 
updating equations , satisfying Qm = ar 

x = 1 10 Updati 

Qz ' , z ( t ) = 2 * x + ( Xy = x , X : - 1 = x ' ) After time t and observing category counts C1 , C2 , . . . , ko 
the posterior distribution for the category probabilities is 
again Dirichlet with updated parameters a * and the predic 
tive probability of the next category being class 1 is given by 15 

and hence , from Eq . ( 2 ) , the predictive distribution for the 
next client is Q , * / 07 * ( 2 ) 

where a ; * = Qz + c , and 
20 

P ( X ; = x | X , – 1 = x ” , z . ' = 1 ) = - Ozx ( 1 ) I Qz1 ( ) 
ŽEV ain = Q7 . 

25 

Pex = x ) = P x , = x } 2 } = < z ? = i = 0 

The full predictive distribution for the next client is then 
Note that explicit dependence on t is being suppressed in this 23 
notation for brevity . 

Client Modeling 
For many computers in a network , an event from that 

machine as a client can lead to further events from the same 
client , or a related client , with higher probability . Therefore , 30 
the sequence of computer events { X / : t = 1 , 2 , . . . } for a user where P ( X = x | 2 , ) is given by Eq . ( 4 ) and ( 6 ) . 
is modeled as a Markov Chain with a time - varying state Server Modeling 
space V , and transition probability matrix Pt . It is assumed The model for the server random variables { Y ; t = 1 , here that whenever Z = 0 and a new client computer is used , 25 2 , . . . } is similar to the client model described abo this computer will be added to V . for all subsequent time 35 2 , . . . 15 Similar to the client model described above , except 

that the probabilities for an event being directed to a server points . Alternatively , it may be desirable to relax the Y , are assumed to depend on the identity of the client X . The assumption that any computer used previously by a user 
credential is automatically a part of V , ( e . g . , perhaps a arrival of new servers is allowed to depend on whether a new 
certain amount of use is required for membership ) , and even client is also being used . Let Z " ) , Z2 ' , . . . be the 
expire computers in V , if they have not been used for some 40 40 subsequence of Z ' for which z ' = j , for j = 0 , 1 . Then each 
time period . Between changes over time in V . ( periods for process Z " ) is modeled separately according to the same 
which ZX is always one ) , the transition probability matrix P . model as Eq . ( 3 ) above . This separation has the implication 
will be assumed to be constant , with independent Dirichlet that if a new client is being used , this can affect the 
prior distributions for each of the rows of P . to allow the probability of a new server also being used , whereas if an 
unknown transition probabilities to be integrated out when 45 existing client is used , the identity of the client is not able to 
deriving the predictive distributions . further influence the chance of connecting to a new server . 

For simplicity , the arrivals of new clients will be assumed When the user connects to a new server , corresponding to 
to occur over time with a constant but unknown probability Z = 0 , an analogous model to Eq . ( 4 ) is used . However , here , 
from a Dirichlet ( az ) prior distribution . By Eq . ( 2 ) , the this is based on the indegree of the new server . Specifically , 
predictive probability of a new client computer being 
observed at time t is given by 

deg ( y ) 
P ( Z * = 0 ) = ( Qz , o + c ) ( Qzn + t - 1 ) P ( Y , = y 2 = 0 ) = - deg ( y ) 

ÞEV , & V where c = Exist I ( 2X = 0 ) is the number of observed clients . ss 
When Z = 0 , representing that a user has used a new 

client computer for the first time , it may be assumed that where deg ( y ) is the number of unique users that have 
used computer y as a server in some relatively recent past . 

For each client x , let { Y * : t = 1 , 2 , . . . } be the subsequence degt ( x ) 14 ) 60 of servers Y , Y , , . . . for which the client was x . Note that 
the subsequence would be length zero if x is a new client . 
For contiguous periods for which Z = 1 , the subsequences 
Y * are modeled as separate Markov Chains for each client x 

where deg + ( x ) is the number of unique users on the with transition matrix P , * and state space V , at time t . If it is 
network that have used computer x as a client in some 65 desired to predict the next server , given that X = x , if ZX = 1 , 
relatively recent past . The reason for choosing this model for define t = max { t ' < t : X / FX } to be the most recent time prior to 
new user connections is that intuitively , networked comput - t that the user previously used client x , and let y ' = Y , be the 

P ( Xx = x1 Z = 0 ) = degt ( í ) 
ŽEV , EV 
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server used on that occasion . Then , the relevant Dirichlet the event type more typically depends on the server . For 
parameter vector for the row of P , * corresponding to the example , if the event type is a logon and it is going to a 
previous server y ' given by fileshare computer , then it is usually a network logon , 

whereas if the event type is a logon and it is to a personal 
5 computer , then the event type is usually an interactive logon . 

ay ( t ) = a + ( X = x , Y ; , = y , Yus = y ' ) ( 9 ) For the computer log data described above , a comparison 
was made between the models E , IX , Y , and E Y , by cal 
culating the Bayes Factor ( BF ) for the data for each user 
under the two models . Only 9 % of the users had a BF > 1 in 

and hence , from Eq . ( 2 ) , the predictive distribution for the 10 favor of E , IX , Y , and of those , the average log BF per event 
next server is was 1 . 02 . This evidence is “ barely worth mentioning ” and 

this simplification is adopted for the results discussed later 
herein . As mentioned above , some events , such as process 

ay ( t ) ( 10 ) starts , may have an extra associated variable that should be P ( Y ; = y | Xx = x , Yix = y ' , Z = 1 , Z = 1 ) = = 15 modeled , and this may be added using the same model as 
above , now conditioning X , Y , E . 

Event p - Values and Control Chart 
Let ( x , y , e ) be the client - server - event type triple observed 

Alternatively , if Li = but Lt = 0 and so no previous at time t , and let 0 . ( t ) , 0 . . . . ( t ) , and ( t ) be corresponding 
server from client x exists , it is simply assumed that 20 realized values taken by the respective predictive distribu 

tions of Eq . ( 7 ) , ( 12 ) , and ( 13 ) , respectively . Then strictly 
speaking , the full posterior predictive p - value is given by ( 11 ) P ( Y , = y | X , = x , Yox = y ' , Z = 1 , Z . * = 1 ) = 1v1 

JEV 

25 
XEV VEVEE 

Pxye , i = Oxye ( t ) l { Oxya ( t ) s Oxye ( t ) } ( 15 ) 
The full predictive distribution for the next server given 

by the current client is where & xve ( t ) = P ( X , Y , E . ) = 0 , ( t ) oyla ( t ) 0 elxu ( t ) . 
For large networks , the above calculation might be too 

P ( Y , = y | X , = x , Z = z ) = ( 12 ) 30 computationally intensive to be of practical value for real 
time calculations . As an alternative , three independent p - val 
ues may be obtained from the conditional distributions P ( Y , = y | X , = x , Z = i , ZY = z ) P ( Z ' = i | ZX = z ) 

i = 0 

Pxt = ) 
XEV 

YEV 

ZEE 

35 Voz ( t ) | { z ( t ) = 0x ( 0 ) } ( 16 ) 
where P ( Y = y | X = X , ZX = i , Z , = z ) is given by Eq . ( 8 ) , 

( 10 ) and ( 11 ) , respectively . Py \ x , 1 = 2051 ( ) ] { 05 [ z ( 1 ) s @ y | x ( t ) } Event Type Modeling ( 17 ) 
A model is required for the sequence of event types E , in 

some embodiments . Since different computers are generally 40 Perus = Sex ( D ) b0 ( t ) seeru ( t ) } ( 18 ) 
used for different tasks , it is assumed that each client - server 
pair has a separate distribution of event types . For a client 
server pair ( x , y ) , let E , * - y , E2Xy , . . . be the subsequence of Since these p - values are independent , a suitable p - value 
E , for which X = x and Y = y . Then , each subsequence is combiner , such as Fisher ' s method , can be used to get an 
assumed to follow the multinomial Dirichlet model dis - 45 overall p - value prver . This calculation will scale linearly 
cussed above , implying a predictive distribution for the with the size of the network . 
event type , given X = x and Y = y , of The p - values above are generated from discrete random 

variables and are thus conservative , meaning that they 
understate the evidence against the null hypothesis of nor 

y ( 1 ) ( 13 ) 50 mal behavior . This effect can be debilitating when multiple P ( E ; = e | X = x , Y , = y ) = I aid ( 1 ) x , ya p - values are combined . One remedy is to use mid - p - values , 
t?EVI which have been shown to have better behavior . 

According to the needs of the enterprise network or 
application , a threshold can be applied directly to the where 55 sequence of p - values , alerting when a single p - value falls 
below that threshold . Alternatively , to accumulate weaker 
evidence of anomalous behavior over time , a control chart ( 14 ) atid ( t ) = av + SUCX4 = x , y ) = y , Ev = e ) may be deployed on the independent p - value sequence . 

Contiguous Subset Selection 
60 Let P1 , P2 , . . . be a sequence of independent p - values 

To provide an informative prior , the parameters a X , corresponding to a user ' s behavior over time . One approach 
could be derived from relative global frequencies of each for accumulating evidence over time is to take an exponen 
event type occurring on the client - server pair ( x , y ) across all tially weighted moving average , such as 
users in the network . 

For simplification , one may consider borrowing strength 65 S ; = 0 - 01 ) ( 19 ) 
across the client computers by dropping the dependency on 
the client so that P ( Eze | X = x , Y = y ) = P ( Eze | Y = y ) since S = 10 - ' ( x ) + ( 1 - 2 ) S : - 1 , t > 1 ( 20 ) 
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3 : 4 = ? , logpois i = t - k + 1 

where 0 is the cumulative distribution function of a had been observed for a full week . Further , any events 
standard normal random variable , and the coefficient à involving computers that have not been observed for at least 
represents the degree of weighting decrease . Note that Eq . a day were not scored . 
( 20 ) gives the highest weight to the most recent p - value and To test for model fit , a Kolmogorov - Smirnov ( KS ) test 
then exponentially diminishing weight to past values . As 5 was performed for the set of p - values observed over the first 
such , this chart has good smoothing properties for tracking month of data for each user credential , under the null 
a moving average that changes gradually over time . hypothesis that they are distributed as uniform random 
However , for anomaly detection on a computer network , variables on the unit interval . As discrete p - values are 

stochastically larger than uniform , only a one - sided KS test the task is to detect sudden abrupt changes in behavior , 
represented by a time - contiguous block of p - values . Fur * 10 was performed . At a 5 % significance level , the null hypoth 
thermore , useful analytics should aim to detect the time at esis was rejected for 6 % of users , which is close to the target 

of 5 % . which anomalous behavior began , rather than when it first FIGS . 4A and 4B show receiver operating characteristic became detectable . So here , the approach taken is to find the ( ROC ) curves 400 , 410 over varying thresholds for the most significant subset of p - values , but now subject to the 15 $ it to me 15 sequence of p - values given by Eq . ( 15 ) and the scores constraint that the subset is a time - contiguous subsequence . obtained using the contiguous control chart per Eq . ( 21 ) , 
For t , kz1 , let illustrating the performance of the methodology under the 

two approaches . For the ROC curves , a user credential was 
considered detected at a threshold if at any point over the 

20 month it dropped below that threshold at least once . 
Scoring on either the individual p - values or the control 

chart led to very similar performance , with a very high true 
positive to false positive ratio over low thresholds . When 

the logarithm of the product of the k most recent p - values at plotting the ROC curve on the log scale , it can be seen that 
time t . It was noted by Fisher that when the p - values are 25 scoring on the individual p - values performs slightly better at 
independently uniform on [ 0 , 1 ] then - 284KX2K2 . Thus , the certain thresholds , suggesting that there is little to be gained 
upper tail probability from this distribution , denoted here as in these examples from accumulating evidence over time . 
Fzk ( - 2 $ 1 , k ) , gives a well calibrated measure of surprise in the Indeed , from further investigation of the data , the nature of 
k most recent p - values . The smaller the value of F22 ( - 284 . b ) , the red team attack present in the data was such that the user 
the more anomalous the last k p - values have been . 30 credentials that were compromised were mostly used in an 

The control chart in this analysis monitors the minimum extremely anomalous way only once , rather than repeatedly . 
of these quantities with respect to the unknown anomalous The individual p - values will be lower than the control chart 
subset size k at time t , p - values for one - off anomalous events , and hence will be 

detected at a lower threshold . The difference between the 
35 two approaches in practice is illustrated in FIG . 5 , which 

shows the scores on the log scale for both approaches when Šo = is min Fax ( – 25 , k ) 1sksmin ( kmax , t } applied to two of the known compromised user credentials . 
For the user on the left of FIG . 5 ( plots 500 , 520 ) , when there 
is a sequence of anomalous events , the score using the Viewed over time , the lowest point 40 control chart is much lower than that of the individual 
p - values . When there is a one - off anomalous event , as can be argmin , Š , ( 22 ) seen for the user on the right ( plots 510 , 530 ) , the individual 

for a user corresponds to the end of the most anomalous p - value approach will have a lower score . 
contiguous subsequence of p - values . The corresponding , Graphs 600 , 610 of FIGS . 6A and 6B show the timings at 
minimizing k at that time point indicates the duration of the 45 which users were flagged for both the control chart and 
anomalous period , and hence , when the anomaly began . By individual p - value approaches at thresholds chosen such that 
default , the chart parameter knar = oo , but otherwise , this can both had the same number of false alarms . Graph 600 shows 
be set to an upper bound on the size of an anomalous subset user credentials that were known to be compromised , and 
of p - values . In the results section below , it was chosen that hence contains more true positives . Graph 610 shows the 
kor = 20 since this should be sufficient for detecting anoma - 50 user credentials that were false alarms . It is apparent from 
lous computer network behavior and greatly reduces the graphs 600 , 610 that there is a much higher correlation 
computational burden of calculating the chart . The p - values between the timings of the anomalous events for the true 
for the test statistic S , may be obtained via Monte Carlo positives than the false positives . Therefore , to reduce false 
methods . alarms it may be desirable to look for correlations in timings 

Results 55 of anomalous events . 
As mentioned above , for the purposes of demonstration , Exploring correlations between client computers and 

a random selection of 1053 user credentials was selected server computers for anomalous events across different users 
from the LANL computer log data plus the additional 78 could further reduce false alarms . Such considerations are 
credentials that were known to be compromised during the also suited for detecting network intruders as well as insider 
second month of data where there was a known red team 60 threats , as attackers often use more than one compromised 
attack . For the prior probabilities for the models described computer in the network as the base of their operations , or 
above , in all cases , a symmetric Dirichlet prior was chosen alternatively , if they have a target within the network , they 
with all Dirichlet parameter components equal to one . may use various compromised credentials to try and obtain 
Events were only scored for the second month of data , access to that computer . For the red team attack in the data 
during which the red team attack occurred . A minimum 65 analyzed here , 65 out of the 444 anomalous events detected 
training period of 7 days was set for the users so that events at a chosen threshold all originated from the same client 
generated by a user credential are not scored until the user involving 40 different user credentials that were all known 

( 21 ) 
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to be compromised . The next most common client only had is determined . In some embodiments , a control chart is used 
16 anomalous events associated with it involving only 1 user in addition to or in lieu of applying a threshold . 
credential , and the rest were spread out over different FIG . 8 is a flowchart 800 illustrating a process for 
computers . Similarly , for the servers , the flagged anomalous modeling machine level events , according to an embodiment 
events were spread out over different computers . 5 of the present invention . The process begins with indepen 
More General Approach dently considering a time series of events generated by each 
The exact specifics of the model discussed above are not machine at 810 . Bayesian models are fit to the time series of 

included in all embodiments . In some embodiments , a client events for each machine at 820 . The system then calculates 
user computer set V CV and a server user computer set an anomaly score for each machine at 830 . When the 

V CV is defined as the subset of computers in the network 10 anomaly score indicates that an event associated with a 
that a user has used in some relatively recent past period credential is anomalous at 840 , the system then flags the 
( e . g . , last two weeks , last three months , etc . ) before timetas machine as being associated with anomalous behavior at 
a client or server , respectively . Note that over time , V and 850 . If the machine is not flagged as anomalous at 840 , the 
V may change and how often a user computer set is model is updated for that machine at 860 . 
updated may be guided by a security analyst . 15 FIG . 9 is a flowchart 900 illustrating a process for 

Since the client , server , and event type of a user authen - modeling both user log events and machine level events , 
tication are all categorical variables within the Bayesian according to an embodiment of the present invention . The 
paradigm , these variables may be most simply modeled by process begins with independently considering a time series 
multinomial distributions with conjugate Dirichlet distribu of events generated by each user credential and machine at 
tion priors ( referred to as Multinomial - Dirichlet distribu - 20 910 . Bayesian models are fit to the time series of events for 
tions ) , as noted above , for the category probabilities . To each user credential and machine at 920 . The system then 
address the task of anomaly detection , interest in this calculates an anomaly score for each credential and machine 
example is centered on the predictive distributions from this at 930 . When the anomaly score indicates that an event 
model pair at each time step . associated with a credential or machine is anomalous at 940 , 

Given the client and server are in the user computer set 25 the system then flags the credential or machine as being 
defined above , the variables X , and Y , are modeled using the associated with anomalous behavior at 950 . If the credential 
Multinomial - Dirichlet distribution . If the client and server or machine is not flagged as anomalous at 940 , the model is 
are not in the user computer set , representing that a user has updated for that credential or machine at 960 . 
used a new client or server computer , then a separate FIG . 10 is a block diagram illustrating a computing 
distribution is defined based on the propensity of networked 30 system 1000 configured to model user credentials from 
computers being used by multiple users . The reason for event logs in a network , according to an embodiment of the 
choosing this model for new user connections is that intui - present invention . Computing system 1000 includes a bus 
tively , networked computers with a large number of users 1005 or other communication mechanism for communicat 
connecting from or to them are more likely to have new ing information , and processor ( s ) 1010 coupled to bus 1005 
users connect from or to them . As with the above , if ( x , y , 35 for processing information . Processor ( s ) 1010 may be any 
e ) is the client - server - event type triple observed at time t , type of general or specific purpose processor , including a 
and exve ( t ) = P ( X = x , Y = y , E , Fe ) is the predictive probability , central processing unit ( “ CPU ” ) or application specific inte 
then strictly speaking , the full posterior predictive p - value is grated circuit ( “ ASIC ” ) . Processor ( s ) 1010 may also have 
given by Eq . ( 15 ) above . In some embodiments , the joint multiple processing cores , and at least some of the cores may 
distribution may be factorized as Oxve ( t ) = P ( X , Y , , E . ) = 0 ( t ) 40 be configured to perform specific functions . Multi - parallel 
Oxle ( t ) Ovler ( t ) . processing may be used in some embodiments . Computing 

FIG . 7 is a flowchart 700 illustrating a process for system 1000 further includes a memory 1015 for storing 
modeling log events in a network using event logs , accord - information and instructions to be executed by processor ( s ) 
ing to an embodiment of the present invention . The process 1010 . Memory 1015 can be comprised of any combination 
begins with independently considering a time series of 45 of random access memory ( RAM ) , read only memory 
events generated by each user credential at 710 . For ( ROM ) , flash memory , cache , static storage such as a 
instance , each tuple ( U , X , Y , E ) may be considered over a magnetic or optical disk , or any other types of non - transitory 
certain time period . Bayesian models are fit to the time series computer - readable media or combinations thereof . Addi 
of events for each user credential at 720 . The system then tionally , computing system 1000 includes a communication 
calculates an anomaly score for each credential at 730 . 50 device 1020 , such as a transceiver and antenna , to wirelessly 
When the anomaly score indicates that an event associated provide access to a communications network . 
with a credential is anomalous at 740 , the system then flags Non - transitory computer - readable media may be any 
the credential as being associated with anomalous behavior available media that can be accessed by processor ( s ) 1010 
at 750 . If the credential is not flagged as anomalous at 740 , and may include both volatile and non - volatile media , 
then the Bayesian model is updated for that credential at 55 removable and non - removable media , and communication 

media . Communication media may include computer - read 
In some embodiments , the user credential , client comput - able instructions , data structures , program modules or other 

ing system , server computing system , and event type may be data in a modulated data signal such as a carrier wave or 
scored and considered in the Bayesian model . In certain other transport mechanism and includes any information 
embodiments , the client , server , and event type of a user 60 delivery media . 
authentication are modeled by multinomial distributions Processor ( s ) 1010 are further coupled via bus 1005 to a 
with conjugate Dirichlet distribution priors for the category display 1025 , such as a Liquid Crystal Display ( LCD ) , for 
probabilities . In some embodiments , a sequence of computer displaying information to a user . A keyboard 1030 and a 
events for a user is modeled as a Markov Chain with a cursor control device 1035 , such as a computer mouse , are 
time - varying state space and a transition probability matrix . 65 further coupled to bus 1005 to enable a user to interface with 
In some embodiments , p - values are obtained and combined computing system . However , in certain embodiments such 
to obtain an overall p - value from which anomalous behavior as those for mobile computing implementations , a physical 

760 . 
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keyboard and mouse may not be present , and the user may embodiments of the present invention . The computer pro 
interact with the device solely through display 1025 and / or gram may be embodied on a non - transitory computer 
a touchpad ( not shown ) . Any type and combination of input readable medium . The computer - readable medium may be , 
devices may be used as a matter of design choice . but is not limited to , a hard disk drive , a flash device , a 
Memory 1015 stores software modules that provide func - 5 random access memory , a tape , or any other such medium 

tionality when executed by processor ( s ) 1010 . The modules used to store data . The computer program may include 
include an operating system 1040 for computing system encoded instructions for controlling the nonlinear adaptive 1000 . The modules further include a modeling module 1045 processor to implement the processes described in FIGS . that is configured to model user behavior from event logs 7 - 9 , which may also be stored on the computer - readable using any of the approaches discussed herein or derivatives 10 medium . thereof . Computing system 1000 may include one or more The computer program can be implemented in hardware , additional functional modules 1050 that include additional software , or a hybrid implementation . The computer pro functionality . 
One skilled in the art will appreciate that a “ system ” could gram can be composed of modules that are in operative 

be embodied as an embedded computing system , a personal 15 con sonal 15 communication with one another , and which are designed to 
computer , a server , a console , a personal digital assistant pass information or instructions to display . The computer 
( PDA ) , a cell phone , a tablet computing device , or any other program can be configured to operate on a general purpose 
suitable computing device , or combination of devices . Pre computer , or an ASIC . 
senting the above - described functions as being performed by A framework is provided in some embodiments for mod 
a “ system ” is not intended to limit the scope of the present 20 eling the activity surrounding user credentials on a computer 
invention in any way , but is intended to provide one example network using computer event logs by viewing the logs 
of many embodiments of the present invention . Indeed , attributed to each user as a multivariate data stream . The 
methods , systems and apparatuses disclosed herein may be methodology was shown to perform well in detecting com 
implemented in localized and distributed forms consistent promised user credentials at a very low false positive rate . 
with computing technology , including cloud computing sys - 25 Further modeling effort may be employed to incorporate the 
tems . time stamps of the event logs , as well as more sophisticated 

It should be noted that some of the system features models for the occurrence of new computer usage from user 
described in this specification have been presented as mod credentials . In the example used herein , the same threshold 
ules , in order to more particularly emphasize their imple was used for detecting anomalous credentials across all 
mentation independence . For example , a module may be 30 users and this can bias detection towards the busier users in 
implemented as a hardware circuit comprising custom very the network who generate more events per day . Ideally , a 
large scale integration ( " VLSI ” ) circuits or gate arrays , threshold should be chosen that takes into account how 
off - the - shelf semiconductors such as logic chips , transistors , many events each user credential generates so that there is 
or other discrete components . A module may also be imple - an equal probability of detecting different kinds of users . 
mented in programmable hardware devices such as field 35 From a data processing standpoint , more effort in under 
programmable gate arrays , programmable array logic , pro - standing and separating automated events from human 
grammable logic devices , graphics processing units , or the driven events may be beneficial . Incorporating other poten 
like . tial data sources that can be tied to user credentials , such as 

A module may also be at least partially implemented in badge reader data , proxy data , and / or email metadata may 
software for execution by various types of processors . An 40 aid in further understanding users ' behavior , in particular by 
identified unit of executable code may , for instance , com - identifying when they are physically present on the network . 
prise one or more physical or logical blocks of computer Additionally , a separate modeling endeavor for new account 
instructions that may , for instance , be organized as an object , creation and local machine accounts may extend the breadth 
procedure , or function . Nevertheless , the executables of an of monitoring within the network . 
identified module need not be physically located together , 45 It will be readily understood that the components of 
but may comprise disparate instructions stored in different various embodiments of the present invention , as generally 
locations which , when joined logically together , comprise described and illustrated in the figures herein , may be 
the module and achieve the stated purpose for the module . arranged and designed in a wide variety of different con 
Further , modules may be stored on a computer - readable figurations . Thus , the detailed description of the embodi 
medium , which may be , for instance , a hard disk drive , flash 50 ments of the present invention , as represented in the attached 
device , RAM , tape , or any other such medium used to store figures , is not intended to limit the scope of the invention as 
data . claimed , but is merely representative of selected embodi 

Indeed , a module of executable code could be a single ments of the invention . 
instruction , or many instructions , and may even be distrib The features , structures , or characteristics of the invention 
uted over several different code segments , among different 55 described throughout this specification may be combined in 
programs , and across several memory devices . Similarly , any suitable manner in one or more embodiments . For 
operational data may be identified and illustrated herein example , reference throughout this specification to certain 
within modules , and may be embodied in any suitable form embodiments , " " some embodiments , ” or similar language 
and organized within any suitable type of data structure . The means that a particular feature , structure , or characteristic 
operational data may be collected as a single data set , or may 60 described in connection with the embodiment is included in 
be distributed over different locations including over differ - at least one embodiment of the present invention . Thus , 
ent storage devices , and may exist , at least partially , merely appearances of the phrases “ in certain embodiments , " " in 
as electronic signals on a system or network . some embodiment , ” “ in other embodiments , ” or similar 

The process steps performed in FIGS . 7 - 9 may be per - language throughout this specification do not necessarily all 
formed by a computer program , encoding instructions for 65 refer to the same group of embodiments and the described 
the nonlinear adaptive processor to perform at least the features , structures , or characteristics may be combined in 
processes described in FIGS . 7 - 9 , in accordance with any suitable manner in one or more embodiments . 
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It should be noted that reference throughout this specifi 3 . The computer - implemented method of claim 1 , 

cation to features , advantages , or similar language does not wherein event types comprise ticket granting ticket requests , 
imply that all of the features and advantages that may be service ticket requests , network logons , process starts , inter 
realized with the present invention should be or are in any active logons , remote interactive sessions , remote desktop 
single embodiment of the invention . Rather , language refer - 5 sessions , credential mapping , service startups , or any com 
ring to the features and advantages is understood to mean bination thereof . 
that a specific feature , advantage , or characteristic described 4 . The computer - implemented method of claim 1 , further 
in connection with an embodiment is included in at least one comprising : 
embodiment of the present invention . Thus , discussion of removing , by the monitoring computing system , duplicate 
the features and advantages , and similar language , through - 10 log events , where a time stamp , user credential , client 
out this specification may , but do not necessarily , refer to the computing system , server computing system , and event 
same embodiment . type are all identical to a previous event log . 

Furthermore , the described features , advantages , and 5 . The computer - implemented method of claim 1 , 
characteristics of the invention may be combined in any wherein the client computing system , the server computing 
suitable manner in one or more embodiments . One skilled in 15 system and the event type 15 system , and the event type are modeled by multinomial the relevant art will recognize that the invention can be distributions with conjugate Dirichlet distribution priors . 
practiced without one or more of the specific features or 6 . The computer - implemented method of claim 1 , 
advantages of a particular embodiment . In other instances , wherein the time series of events for each user credential is additional features and advantages may be recognized in modeled as a Markov Chain with a time - varying state space 
certain embodiments that may not be present in all embodi - 20 and a transition probability matrix . 
ments of the invention . 7 . The computer - implemented method of claim 1 , One having ordinary skill in the art will readily under wherein the checking of whether the event is anomalous 
stand that the invention as discussed above may be practiced further comprises : further comprises . 
with steps in a different order , and / or with hardware ele using a control chart , by the monitoring computing sys 
ments in configurations which are different than those which 25 tem , to accumulate evidence of anomalous behavior are disclosed . Therefore , although the invention has been over time . 
described based upon these preferred embodiments , it would 8 . The computer - implemented method of claim 1 , 
be apparent to those of skill in the art that certain modifi wherein the checking of whether the event is anomalous cations , variations , and alternative constructions would be further comprises . 
apparent , while remaining within the spirit and scope of the 30 applying an alarm threshold , by the monitoring comput 
invention . In order to determine the metes and bounds of the ing system , to control a false alarm rate . 
invention , therefore , reference should be made to the 9 . The computer - implemented method of claim 1 , further 
appended claims . comprising : 

The invention claimed is : independently considering , by the monitoring computing 
1 . A computer - implemented method , comprising : 35 system , a time series of machine level events generated independently considering a time series of events gener by a plurality of monitored computing systems in a 

ated by a plurality of user credentials , by a monitoring network ; computing system , the time series of events comprising fitting Bayesian models to the time series of events , by the 
log events for each user credential , the log events monitoring computing system , for each of the plurality 
comprising a client computing system , a server com - 40 of monitored computing systems in the network ; puting system , and an event type ; checking , by the monitoring computing system , whether 

fitting Bayesian models to the time series of events , by the a machine level event generated for a given monitored monitoring computing system , for each of the plurality computing system is anomalous with respect to the 
of user credentials ; fitted Bayesian model ; and determining , by the monitoring computing system , p - val - 45 when the machine level event is anomalous , flagging the 
ues for the client computing system , the server com monitored computing system associated with the puting system , and the event type for each of the anomalous event as exhibiting anomalous behavior , by 
plurality of user credentials based on the respective the monitoring computing system . 
fitted Bayesian model ; 10 . The computer - implemented method of claim 1 , 

combining the determined p - values , by the monitoring 50 wherein for a client - server - event type triple ( x , y , e ) for the 
computing system , to obtain a full posterior predictive client computing system x , the server computing system y . 
p - value or an overall p - value ; and the event e observed at a time t , the full posterior checking , by the computing system , whether an event predictive p - value is given by : 
generated for a given user credential is anomalous with 
respect to the respective full posterior predictive 55 
p - value or overall p - value for that given user credential ; 
and Prye . = 22 0333 ( ) ] { 0 = 82 ( t ) = Oxye ( t ) } 

when the event for the given user credential is anomalous 
based on the full posterior predictive p - value or overall 
p - value , flagging the given user credential as associated 60 where 0 ( t ) , Ovlx ( t ) , and elxy ( t ) are corresponding realized 
with anomalous behavior , by the monitoring computing values for the client computing system , the server 
system . computing system , and the event , respectively , taken 

2 . The computer - implemented method of claim 1 , further from predictive distributions for each , and Oxve ( t ) = 
comprising : P ( X , Y , E , ) = 0 _ ( t ) ºyla ( t ) elxy ( t ) . 
when the given user credential is not anomalous , updating 65 11 . The computer - implemented method of claim 1 , 

the fitted Bayesian model for that credential , by the wherein for a client - server - event type triple ( x , y , e ) for the 
monitoring computing system . client computing system x , the server computing system y , 
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and the event e observed at a time t , the overall p - value is computing system , and the event , respectively , taken 
derived by combining conditional distributions Px . 1 , Pvlx . , and from predictive distributions for each , and Oxve ( t ) = 
Pelxy , for the client computing system , the server computing P ( X , Y , , E . ) = 0 _ ( t ) evl ( t ) elxy ( t ) . 
system , and the event , respectively , the conditional distri 16 . The computer - implemented method of claim 12 , 
butions given by : 5 wherein for a client - server - event type triple ( x , y , e ) for the 

client computing system x , the server computing system y , 
Px , = 0 ; ( Dk0 ; ( 1 ) 5 6303 and the event e observed at a time t , the overall p - value is 

derived by combining conditional distributions Px . Pylar and 
Py \ x , 1 = 03 / 12 ( 7 ) ] { 0 } \ x ( t ) s @ y \ x { 1 } } Pelxv , for the client computing system , the server computing 

system , and the event , respectively , the conditional distri 
butions given by : 

Pelay : = Patx ( ) H { Calyx ( t ) beky ( 1 ) } 

YEV 

JEV 

EE 

EV 

YEV 

ZEE 

where 0 ( t ) , Ovl ( t ) , and exy ( t ) are corresponding realized 15 Px , 1 = 20 ; ( 1 } ] { 0 ; ( 1 ) < 0 ; ( t ) } 
values for the client computing system , the server 
computing system , and the event , respectively . Pylx , 1 = 0 ; 1x { t } ] { 0 } \ x { t ) @ ylx ( t ) } 

12 . A computer - implemented method , comprising : 
independently considering , by a monitoring computing 

system , a time series of machine level events generated 20 Pelay , t = 2 P?lyx { } } élyx \ ' ) < De?xy { 1 } } 
by a plurality of monitored computing systems in a 
network , the time series of machine level events com 
prising log events for the plurality of monitored com where 0 ( t ) , Ovla ( t ) , and 0elxy ( t ) are corresponding realized 
puting systems in the network , the log events compris values for the client computing system , the server 
ing a client computing system , a server computing 25 computing system , and the event , respectively . 
system , and an event type ; 17 . A computer - implemented method , comprising : 

fitting Bayesian models to the time series of events , by the independently considering , by a computing system , a time 
monitoring computing system , for each of the plurality series of events generated by a plurality of user cre of monitored computing systems in the network ; dentials and a plurality of monitored computing sys determining , by the monitoring computing system , p - val - 30 tems in a network , the time series of events comprising ues for the client computing system , the server com log events for each user credential and each monitored puting system , and the event type for each of the 
plurality of machine level events based on the respec computing system of the plurality of monitored com 
tive fitted Bayesian model ; puting systems , the log events comprising a client 

combining the determined p - values , by the monitoring 35 computing system , a server computing system , and an 
computing system , to obtain a full posterior predictive event type ; 
p - value or an overall p - value ; fitting Bayesian models to the time series of events for 

checking , by the monitoring computing system , whether each of the plurality of user credentials and each of the 
an event generated for a given monitored computing plurality of monitored computing systems in the net 
system is anomalous with respect to the respective full 40 work ; 
posterior predictive p - value or overall p - value ; and determining , by the monitoring computing system , p - val 

when the event is anomalous based on the full posterior ues for the client computing system , the server com 
predictive p - value or overall p - value , flagging the puting system , and the event type for each of the 
monitored computing system associated with the plurality of user credentials and each of the plurality of 
anomalous event as exhibiting anomalous behavior , by 45 machine level events based on the respective fitted 
the monitoring computing system . Bayesian model ; 

13 . The computer - implemented method of claim 12 , fur combining the determined p - values , by the monitoring ther comprising : computing system , to obtain a full posterior predictive 
when the given event is not anomalous , updating , by the p - value or an overall p - value ; monitoring computing system , the fitted Bayesian 50 checking , by the computing system , whether an event model for the monitored computing system associated generated for a given user credential or a given moni with the event . tored computing system of the plurality of monitored 14 . The computer - implemented method of claim 12 , computing systems is anomalous with respect to the wherein the client computing system , the server computing respective full posterior predictive p - value or overall system , and the event type are modeled by multinomial » 

distributions with conjugate Dirichlet distribution priors . p - value for the given user credential or machine level 
15 . The computer - implemented method of claim 12 , event ; and 

wherein for a client - server - event type triple ( x , y , e ) for the when the event is anomalous based on the full posterior 
client computing system x , the server computing system y , predictive p - value or overall p - value , flagging , by the 
and the event e observed at a time t , the full posterior 60 monitoring computing system , the given user credential 
predictive p - value is given by : or the given monitored computing system of the plu 

rality of monitored computing systems as associated 
Pxye , 1 = 2 Ožje ( t ) ] { Ozyelt ) < Oxye ( t ) } with anomalous behavior . 

18 . The computer - implemented method of claim 17 , fur 
65 ther comprising : 

where 0 ( t ) , Oyla ( t ) , and elxy ( t ) are corresponding realized when the event is not anomalous , updating , by the moni 
values for the client computing system , the server toring computing system , the fitted Bayesian model for 
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the given credential or the given monitored computing client computing system x , the server computing system y , 
system of the plurality of monitored computing sys and the event e observed at a time t , the overall p - value is 
tems . derived by combining conditional distributions Pxt ) Pylx , and 

19 . The computer - implemented method of claim 17 , Pelxv . t for the client computing system , the server computing 
wherein for a client - server - event type triple ( x , y , e ) for the 5 system , and the event , respectively , the conditional distri 
client computing system x , the server computing system y , butions given by : 
and the event e observed at a time t , the full posterior 
predictive p - value is given by : Px = { 0 : 010 : 0 ) 50 : 1 ) 10 REV 

Pxye , 1 = Ozja ( t ) } ] { Oxy?lt ) < Oxye ( t ) } Py \ x , 1 = 0 5lx ( r ) ] { 03 / x ( 1 ) s @ ylz ( t ) } 
ŽEV YEV ZEE ?EV 

Pelxy , t = Délyx ( 1 ) | { O?lyx ( t ) s Delxy ( t ) } 
?EE where 0 ( t ) , Oylz ( t ) , and 0elxy ( t ) are corresponding realized 15 

values for the client computing system , the server 
computing system , and the event , respectively , taken 
from predictive distributions for each , and Oxye ( t ) = 
P ( X , Y , E , ) = 0 _ ( t ) ovlx ( t ) elsu ( t ) . 

20 . The computer - implemented method of claim 17 , 20 
wherein for a client - server - event type triple ( x , y , e ) for the 

where 0 ( t ) , vz ( t ) , and 0elxy ( t ) are corresponding realized 
values for the client computing system , the server 
computing system , and the event , respectively . 


